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interacting with complex elastic structures. The distinctive
feature of this method is the treatment of a complex struc-Biofilm processes are of interest to researchers in a variety of

fields including bioremediation, oil recovery, wastewater treatment, ture, whether it is a heart valve, a flagellum, or an aggregate
medicine, and dentistry. In this paper we describe how this complex, of cells, as a region in the fluid in which additional elastic
dynamic, fluid–structure interaction can be modeled successfully forces are applied. The name of the method derives fromusing the immersed boundary method. The model presented here

the fact that such structures are often modeled as thinincludes the coupling of hydrodynamics; substrate reaction, diffu-
sion, and convection; as well as the chemotactic response of swim- elastic membranes immersed in the fluid and bounding
ming microbes. Cell–cell aggregation and cell–substratum adhesion regions of the fluid. Because the presence of the elastic
are modeled by generating appropriate binding forces between structures influences the fluid only through these forces,
discrete representations of organisms that may hold them together,

the fluid dynamics equations can be solved efficiently onor if fluid stresses are large, may yield and release the organisms.
a square or cubic lattice, unaffected by the geometry ofIn this paper, we show two-dimensional numerical simulations to

demonstrate several different types of scenarios that may be mod- the elastic structures which themselves may be complicated
eled using immersed boundary methods. These simulations indi- and time-dependent. Using this Eulerian description of the
cate the variety of different phenomena one might expect in biofilm

fluid doman, and a Lagrangian description of the elasticprocesses. Q 1996 Academic Press, Inc.
structures, the entire fluid velocity field is constructed dur-
ing each time step. The local velocities at points of the
immersed boundaries are interpolated from the fluid grid1. INTRODUCTION
velocities, and their positions are updated accordingly.
Moreover, since the fluid velocity field is already available,An important aspect of microbial processes is the pro-

pensity of cells to aggregate and adhere to each other and the coupling of the fluid equations with one or more chemi-
cal advection–reaction–diffusion equations is easilybind to a surface. The adsorbed cells may produce a matrix

of extracellular polymer substance (EPS) binding the cells achieved.
The biofilm model presented here includes the couplingtogether. A biofilm consists of the adsorbed cells in associa-

tion with EPS. The accumulation of biofilm depends on of hydrodynamics, substrate reaction, diffusion and con-
vection; as well as the chemotactic response of swimminghydrodynamic processes that bring cells to the biofilm sur-

face, physicochemical properties that determine the pro- microbes. Cell–cell aggregation and cell–substratum (i.e.,
cell–surface) adhesion are modeled by generating appro-pensity of microbes to attach to the biofilm, and environ-

mental characteristics such as substrate concentrations priate binding forces between discrete representations of
organisms, that may hold them together, or, if fluid stresseswhich determine growth characteristics. Cells may also be

removed from the biofilm by biological processes or flow are large, may yield and release the organisms.
In a laboratory environment, it is difficult to alter aproperties that lead to desorption and detachment. Biofilm

growth changes the geometry and alters the fluid flow. At particular biological parameter such as cell motility without
changing other parameters at the same time. For example,the same time, substrates are transported from the bulk

fluid to the biofilm by diffusion and advection processes in one study of bacterial penetration through porous me-
dia, the penetration rate of a motile species was comparedand are consumed by the cells.

The purpose of this paper is to show that this complex with the rate of a mutant lacking motility. However, the
nonmotile mutant exhibited a significantly higher growthand dynamic system can be modeled successfully using the

immersed boundary method. This method, first introduced rate than the motile variety. This difference in growth rates
complicated the interpretation of the experimental resultsby Peskin [20] to model blood flow in the heart, has evolved

into a general method that can be used to study flows [22]. In our computational model, we are able to systemati-
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cally vary the parameters which control cell–cell and cell– However, when the vessel wall is injured, platelets adhere
to the injured tissue, and release chemicals that can makesubstratum attraction, cell motility, substrate diffusion

rates, microbial uptake rates, as well as the chemotactic nearby platelets sticky. As a consequence, aggregates of
platelets may form along the injured portion of the wall.response of cells to the evolving substrate field. The ability

to independently vary specific parameters permits evalua- As with biofilm development, the rate and extent of
aggregation depend on cell and chemical transport bytion of the relative importance of different mechanisms.

This provides a tool that may contribute significantly to the the fluid; the growth of aggregates in turn influences the
local fluid dynamics; and fluid dynamic forces can limitunderstanding of biofilm processes at the micropore level.
the growth of aggregates and can, in fact, cause portions
of an aggregate to break away from the wall. Discrete

1.1. Background
cell models of platelet aggregation based on the immersed
boundary method were developed in [12, 14]. The meth-Biofilm processes are studied by researchers in a variety

of fields (cf. [7] for a review). These include the biofilm ods presented in the current paper combine features of
those models with features of cell motility and chemotaxisaccumulation on heat exchanger tubes, water and wastewa-

ter conduits, teeth and gums, intestines, the detachment models developed in [10].
Bacteria swim by rotating flagella driven by reversibleof microorganisms from biofilms in cooling towers, extrac-

tion of minerals from ores mediated by biofilms and immo- motors embedded in the cell wall (for review of bacterial
motility of cf. [3]). The majority of bacterial swimmingbilized microorganisms in biotechnological industries.

Mathematical models addressing biofilm processes have studies have focused on peritrichously flagellated bacteria,
particularly E. coli. The motion of these organisms can bebeen developed for saturated soils and aquifers [2], porous

media [8], and closed conduits [24]. Models have also been described in terms of run intervals during which the mi-
crobe swims approximately in a straight line interspersedproposed for the initial colonization of a substratum [11],

mixed population [15], and monopopulation biofilms [1]. with tumbles during which the organism undergoes random
reorientation. During run intervals, the cell’s flagella rotateA two-dimensional model of microscale transport and bio-

transformation in porous media that couples the Navier– in a counterclockwise direction forming a coherent helical
bundle. When the flagella rotate in the opposite direction,Stokes equations, advection and diffusion of a nonreacting

chemical substrate, and an existing model of biofilm pro- the flagellar bundle unravels causing the cell to tumble.
For E. coli the run and tumble intervals are exponentiallycesses is developed in [8].

In the models mentioned above, the segregation of bio- distributed with means P1s and P0.1s, respectively, in
isotropic medium [5]. Chemotactic bacteria sense temporalmass into discrete cells and EPS is ignored in favor of

modeling the biomass as a continuously distributed popula- changes in concentration levels of chemical attractants and
repellents. The direction of rotation depends upontion. In contrast, the microscale model presented in this

article represents the microbes in the biofilm system as chemoattractant concentration levels at the cell site over
a time interval of up to 4 s [4]. If the concentration leveldiscrete entities. Each kind of model has its own advan-

tages. By representing cells discretely it is possible to more of an attractant is increasing, a bacteria responds by reduc-
ing its tumbling probability [6, 19]. Thus, mean run timesaccurately model changes in the local geometry brought

about by adhesion of cells to a substratum or by cell aggre- are longer when bacteria swim up a chemoattractant gradi-
ent. The immersed boundary method has been used togation. This is important because it influences local flow

and this in turn influences transport of cells and substrate. model the motility of eucaryotic organisms [13] and to
model the swimming and chemotaxis of individual andA detailed description of the fluid flow can lead to a greater

understanding of the role of hydrodynamic forces on the small populations of bacteria based on a simplified swim-
ming mechanism [10].dynamics of cell–cell and cell–substratum bond formation

and destruction. Also, by modeling cells at this level, one In Section 2 we describe a microscale mathematical
model of biofilm processes which includes a mechanismhas complete control over individual cell specifications re-

garding adhesivity, reactivity to stimuli, consumption of for simulating bacterial swimming and chemotaxis, a model
of microbial substrate consumption, and a model of cell–substrates, and so on, rather than only being able to specify

these in an average sense at the population level. Detailed cell and cell–wall adhesion. In Section 3, we describe the
computational algorithm and in Section 4 we describe sim-analysis of these characteristics could be used to provide

parameter estimates for continuously distributed popula- ulations of several idealized biofilm processes. These in-
clude simulations of the initial colonization by a singletion models.

Platelet aggregation during blood clotting has many species in a straight channel, chemotaxis in a straight chan-
nel, and the initial colonization of a channel with an expan-similarities with biofilm formation. Platelets are small

cells suspended in the blood. They are normally not sion domain. A numerical convergence study is included
in the Appendix.adherent to other platelets or the blood vessel walls.
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2. MATHEMATICAL FRAMEWORK the size and the shape, respectively, of the ring. Unlike
ameboid cells, bacterial cells walls are relatively rigid. In

The evolution of a biofilm system in a fluid filled micro- our simulations, the stiffness constants associated with the
channel or micropore depends upon the fluid motion in- cell ring are chosen to reflect the stiffness properties of
duced by motile bacteria, the background flow, substrate a bacterial cell wall. This ‘‘immersed boundary force’’ is
advection and diffusion, and microbial uptake. Growth of transmitted directly to the fluid and gives a contribution
a biofilm changes the geometry of the fluid domain and of F which we call Fcell(i) :
hence the fluid flow. The initial formation of a biofilm
depends on the transport of cells to the substrata. In the

Fcell(i)(x, t) 5 E
microbe

fcell(i)(s, t)d(x 2 Xi(s, t)) ds. (3)nonturbulent flows characteristic of many biofilm systems,
which include typical flows through porous media, this
transport is due in large part to cell motility, both random

Here, the integration is over the points of the ring and dmotility and that in chemotactic response to a chemical
is the two-dimensional Dirac delta function. Note that thesubstrate. In addition, microbial swimming induces local
volume of the cell body is maintained by the incompress-changes in the flow which affect the transport of the chemi-
ibility of the enclosed fluid.cal substrates. Below we present a system of coupled non-

The pore walls are modeled in a manner similar to thelinear equations which describes a model biofilm system.
microbe rings, that is, as neutrally buoyant elastic filamentsWe assume that the fluid dynamics are governed by the
immersed within the fluid. However, these walls cannotNavier–Stokes equations,
move freely since they are tethered to fixed points in space
by stiff elastic spring forces. We define fwall(i)(s, t) to be the

r(ut 1 (u ? =)u) 5 2=p 1 e=2u 1 F (1)
boundary force per unit length on the wall and define the
fluid force density contribution Fwalls from it in a mannerand
analogous to Eq. (3):

= ? u 5 0, (2)
Fwall(i)(x, t) 5 E

wall
fwall(i)(s, t)d(x 2 Xi(s, t)) ds. (4)

which describe the balance of momentum and conservation
of mass in a viscous incompressible fluid. Here, r is the

We note that this representation of the walls makes it easyfluid density, u is the fluid velocity vector, p is pressure,
to change the geometry of the pores.and e is the fluid viscosity. The term F is the force density

Recall that bacterial motility consists of a sequence of(force per unit area in two dimensions) that the microbes
runs and tumbles. Bacterial swimming during the runs isand pore walls exert on the fluid. As will be made clear
achieved through the action of one or more flagella. Inbelow, the support of F is localized in thin layers sur-
our model of bacterial motility and chemotaxis, the flagellarounding each immersed microorganism and pore wall. It
are not explicitly represented as immersed elastic struc-is only through this term that the fluid experiences the
tures. Instead, a simplified set of forces is applied to thepresence of the microorganisms and walls.
fluid at points ‘’behind’’ the cell body to represent theContributions to the force density term F arise in several
forces generated by a flagellum. A detailed explanationways: First, the body of each microbe and the walls of
for this simplified propulsion mechanism is given in [10]. Inthe fluid pore are modeled as neutrally buoyant elastic
this model, we localize the swimming forces of the physicalboundaries, and fluid-induced deformation of these bound-
flagellum at two distinct points. The placement of thesearies generates restoring forces which act on the fluid to
two points behind the cell body can be correlated with thetry to reverse the deformation. Second, F includes forces
wavelength and the amplitude of a virtual flagellum (seewhich model the flagellar beating which propels motile
Fig. 1). These ‘‘point’’ forces are distributed to the fluidmicroorganisms. Last, F includes forces due to the cell–cell
by the use of a smoothed two-dimensional d-function, ds .and cell–substratum attraction and repulsion.
Our particular choice of the smoothed ds function used inThe cell body of each microorganism is modeled (in
the numerical method is given in Section 3. Expressed withtwo dimensions) as an elastic ring, whose configuration is
respect to a moving frame of reference whose origin is atdefined by the function Xi(s, t), where s is a Lagrangian
the centroid of a microbial body of radius Rcell and whoselabel (e.g., arclength with respect to an equilibrium config-
x-axis is aligned with the flagellar axis, the equation foruration), t is time and i denotes the ith microbe. The bound-
the swimming force field Fswim isary force per unit length fcell(i)(s, t) at each point on the

ring is a function of the current ring configuration and
consists of a tangential elastic spring force and a normal Fswim(x, t) 5 O

j51,2
fsj ds(x 2 xj). (5)

bending-resistant force. These are designed to preserve
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where r 5 ixi. Equation (8) is a solution to the Stokes equa-
tions

2=p 1 e=2u 1 F 5 0
(9)

= · u 5 0

with F 5 fd(x). The Stokeslet, the sum of parallel and
radial fields, represents the flow due to a point force f at
the origin in an unbounded fluid. At the low Reynolds
numbers associated with bacterial swimming (R P 1025),
based on the bacterial length and swimming speed, the
Navier–Stokes equations (1)–(2) can be reduced to the
Stokes equations. Thus, the velocity induced by the model
swimming forces (5) is approximately the sum of two
Stokeslets. The axial swimming velocity is due to the radial
components of the velocity fields. In this respect, this sim-
plified model of bacterial swimming is consistent with
Lighthill’s analysis of bacterial swimming [18], where it
was shown that an idealized bacterial flagella produced no
forces in the axial swimming direction if one neglects the
drag forces of the cell body. The speed and swimming
efficiency of the model microbe depend on the cell radius
Rcell , the flagellar geometry parameters a and l, the flagel-
lar forcing strength Fs , and the duration of the flagellar
cycle t. In the first half of the period, where t0 , t , t0 1
t/2, the asymmetric swimming forces produce a flow field
propelling the cell body forward at an angle u to the flagel-

FIG. 1. Schematic representation of two-dimensional microbe. The lar axis. In the second half of the period, where t0 1flagellum is represented by Stokeslet force distributions at x1 and x2 . The
t/2 , t , t0 1 t, the cell body moves at an angle 2u topoint forces f1 and f2 are orthogonal to the flagellar axis as shown in (a)
the flagellar axis. Consequently, a single model microbefor one half of the flagellar cycle and in (b) for the second half.

moves along a zigzag path. The effect of changing t is to
vary the amplitude of this path. The flagellar axis of each

The vectors xj and fsj are given by cell is rigidly attached to the cell body at the cell centroid
X and a designated point X̃ on the cell ring. As a result,
the swimming orientation X 2 X̃ changes as the cell rotates.x1 5 (2 Rcell 2 3l/8, a), x2 5 (2 Rcell 2 7l/8, 2 a)

fs1 5 (0, Fs), fs2 5 (0, Fs),
(6)

The placement of the virtual flagellum above can be
chosen so that, in the absence of boundaries and other
microbes, a given mean swimming direction of the microbefor t0 , t , t0 1 t/2 and by
is achieved. In the presence of boundaries and other mi-
crobes, the swimming direction of an individual cellx1 5 (2 Rcell 2 3l/8, 2 a), x2 5 (2 Rcell 2 7l/8, a)

fs1 5 (0, 2 Fs), fs2 5 (0, Fs),
(7) changes gradually during the course of an individual run.

The swimming direction at the start of a run is the result
of a random reorientation during a tumble. Chemotactic

for t0 1 t/2 , t , t0 1 t. This two point model defines a bacteria respond to an increase over time in the local con-
two-dimensional flagellum with linear wavelength l and centration of a chemoattractant c by decreasing the tum-
amplitude a. As shown in Fig. 1, the direction of the model bling probability. Thus, individual run times depend upon
swimming forces is transverse to the swimming axis. The the history of the chemoattractant concentration at the
reason purely transverse force can create an axial swim- location of the moving microbe [16].
ming velocity can be seen in the Stokeslet velocity distri- When a model microbe is first introduced, its swimming
bution orientation is chosen randomly. During subsequent tum-

bles, a new swimming orientation is randomly selected.
The times at which a cell tumbles are determined randomlyu(x) 5

1
8fe Sf

t
1

f · x
r3 D , (8)

with the tumble times drawn from an exponential distribu-
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FIG. 2. Motile species with strong attachment forces: (a) t 5 0.0 s, (b) t 5 0.30 s, (c) t 5 0.61 s (d) t 5 1.24 s.

tion with the probability density function for the kth cell tance are chosen to reflect biological and physicochemical
properties of the system. Cell–wall links are formed in agiven by lke2lkt [4]. The mean of this distribution is l21

k

and lk depends on the time history of the chemoattractant similar manner if a cell’s centroid is less than a prescribed
distance from a wall. Detachment of cells from the biofilmconcentration near the microbe. The angle by which the

swimming orientation changes when a microbe tumbles is is modeled by allowing the links to break when they are
stretched beyond a prescribed length. An elastic link be-chosen randomly from a prescribed distribution with a bias

toward smaller angles (see [10] for details). tween immersed boundary points X1 and X2 gives rise to
forces of the form:Cell–cell and cell–wall adhesion are modeled by the

creation of elastic springs or ‘‘links’’ between points on
each of the adherent entities. The model for link formation f(X1 , X2)ds(x 2 X1) 2 f(X1 , X2)ds(x 2 X2). (10)
and breaking is adapted from that used in [12, 14] to model
platelet adhesion and aggregation and works as follows: If In this paper, the function f(X1 , X2) is taken to be of the

form S(X2 2 X1) with constant S, which represents a linearthe distance between the centroids of any given pair of
cells is less than prescribed cohesion distance, an elastic spring with zero resting length.

The contribution Fcc(i, j) of the adhesive links betweenspring may be created to link the two cells. A link is created
if the number of links between these two cells has not cells i and j to the fluid force density F is a sum of terms

like that in Eq. (10), where X1 lies on cell i and X2 lies onalready reached a prescribed maximum number. The me-
chanical properties of each spring and the cohesion dis- cell j. The adhesive links between cell i and pore wall k
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FIG. 3. Motile species with weak attachment forces: (a) t 5 0.0 s, (b) t 5 0.006 s, (c) t 5 0.025 s (d) t 5 0.093 s, (e) t 5 0.303 s, (f) t 5 0.619 s.

make a contribution Fcw(i, k) of the same form except that fluid velocity field give equations of motion for the points
X(s, t) on the immersed boundaries, namely:the point X2 lies on the pore wall.

Taken together, the various contributions to the force
density F in Eq. (1) can be summarized in the formula dX(s, t)

dt
5 U(X(s, t), t) 5 E u(x, t)d(x 2 X(s, t), t)dx.

(12)
F 5 O

i
[Fcell(i) 1 Fswim(i)] 1 O

k
Fwalls(k)

(11) Here the integration is over the entire domain. This can
be interpreted as the usual no-slip boundary condition at1 O

i, j
Fcc(i, j) 1 O

i,k
Fcw(i,k) .

a fluid–material interface.
The presence of microorganisms in the bulk fluid influ-

ences both the flow dynamics and the substrate field. The
Here, i, j 5 1, ..., Nc , where Nc is the number of cells; equation which describes the advection, diffusion, and con-
k 5 1, ..., Nw , where Nw is the number of channel walls. sumption of a single chemical species within the fluid-filled

The immersed boundaries (microbes and pore walls) pore is
influence the fluid motion through the forces we have just
described. In turn, the fluid motion and continuity of the ct 1 (u ? =)c 5 D=2c 2 R(c)c, (13)
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FIG. 3—Continued

where c is substrate concentration, D is the molecular which appear in Eqs. (3)–(5), (10), (12). The discrete d-
function dh is given below. The substrate concentration isdiffusivity, and R is a consumption rate that is nonzero

only near the site of each of the Nc microbes. Note that defined on the same grid as the fluid variables.
The algorithm for the numerical solution of the coupledthis consumption rate itself may be concentration-depen-

dent, but in this paper we assume that it depends only on fluid–microbe–substrate system may be summarized as fol-
lows: at the beginning of each time step n, we have thethe locations of the microbes. The microbes act as localized

nutrient sinks whose locations evolve over time. fluid velocity field un, the locations Xn
i (l) of the immersed

boundary points, the current configuration of the elasticThis completes the description of the model system.
Although it has been described within the context of two links which connect these points, and the substrate concen-

tration field cn. In order to update these values to reflectdimensions, we emphasize that the model is not inherently
two-dimensional. The equations of fluid dynamics, sub- events that take place during this time step we:
strate transport, and uptake presented above apply equally

1. Calculate the elastic force density fn
cell(i) or fn

wall(k) forin two and three space dimensions. However, instead of
each immersed boundary.modeling a cell body in two dimensions by an elastic ring

made up of a series of points and springs, in three dimen- 2. Calculate the swimming forces generated by each
sions a cell body would be represented by an elastic mem- motile organism.
brane made up of a network of such points and springs.

3. Calculate the cell–cell and cell–wall link forces.Force densities on the surface would be communicated to
the fluid domain using Eq. (4), but the integration would 4. Spread all of these forms to the grid to determine
be over the two-dimensional cell surface, and d would be the force density F which drives the fluid motion.
the three-dimensional Dirac delta function.

5. Solve the Navier–Stokes equations (1)–(2) for un11.
3. OVERVIEW OF COMPUTATIONAL METHOD 6. Interpolate the fluid velocity field to each immersed

boundary point and move that point at its local fluid veloc-
For computations, the fluid domain is discretized using

ity (12).
a uniform rectangular grid, and all fluid variables (u, p,
and F) are defined only at these grid points. Similarly, the 7. Use the new positions of the microbes and alter the

substrate concentration in the vicinity of each microbe toith immersed boundary is represented by a finite number
of discrete Lagrangian points Xi(l) indexed by l. The im- account for the consumption of substrate and solve the

advection–diffusion–reaction equation for cn11 (13).mersed boundary forces are defined at these points. These
immersed boundary points in general do not coincide with
points of the fluid grid and communication between the For step (5), we use the projection method of Chorin

[9] with periodic boundary conditions. The discrete d- andimmersed boundary points and the fluid grid is handled
by a discretized version of the d- and smoothed d-functions ds-functions used in steps (4), (6), and (7) is defined by
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FIG. 4. Computer simulation of nonmotile cells in a straight channel: (a) t 5 0.0 s, (b) t 5 0.087 s, (c) t 5 0.149 s (d) t 5 0.299 s, (e) t 5 0.547 s.

dh(x) 5 d(x)d( y), where h is mesh width and is solved using a finite difference method with an upwind
scheme for the advection term. The substrate consumption
rate function is taken to be

d(r) 5 5
1

4h S1 1 cos
fr
2hD, uru , 2h

0, uru # 2h.

(14)
R(x, c) 5 R(x) 5 a ONc

i51
dh(x 2 Xi), (15)

where a is a constant and Xi is the centroid of the ith mi-See [20] for details about dh .
The advection–diffusion–reaction equation in step (7) crobe.
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The run and tumble process which influences the swim- given immersed boundary point.) A cell–cell link is broken
if the length of the link is greater than CCB . A cell–wallming forces calculated in step (2) is implemented as fol-

lows: At discrete times, tj 5 tj21 1 Dt, the chemoattractant link is broken if the length of a link is greater than CWB .
In general the link parameters, CCF , CCB , CWF , CWB ,concentration Ck(tj) at the kth cell’s centroid is determined.

If Ck(tj) . Ck(tj21), we set the tumbling frequency lk 5 may be functions of cell type, cell state, and the physioco-
chemical conditions describing the fluid and pore walls.L0 ; otherwise, lk 5 L1 . The values of L0 and L1 determine

the chemotactic sensitivity of the microbes. See [10] for The strength, or stiffness constants, of the elastic links is
set by SCC and SCW for the cell–cell links and cell–wallmore details.
links, respectively. In the case of two-species simulations,

4. COMPUTER SIMULATIONS SCC and SCW may depend upon the species, but in all of
the simulations presented here we fix the cell–cell and

4.1. Single Species in a Straight Channel
cell–wall spring constants at SCC 5 SCW 5 SL .

The evolution of this complex system depends upon theThe simulations described in this section begin with sev-
eral cells placed within a fluid-filled channel. A background geometry of the fluid domain, the initial location of the

cells, cell size, motility properties, velocity of the back-flow is produced by imposing a uniform pressure gradient
at each grid point within the straight channel. In the ab- ground flow, as well as the aggregation parameters setting

cohesion distances and the strengths of the links. In thesence of cells, this would induce parabolic flow.
New cells are introduced into the channel within a small following, we investigate several scenarios in order to illus-

trate the capability of this computational method.rectangular buffer region at times tj 5 j DtC , where Dtc is
a specified time interval. Since the background flow within
the channel moves from left to right, the rectangular region

4.1.1. Motile with Strong Links
is located near the left border. At t 5 tj , a location within
the rectangle is chosen randomly. If the distance between In Figs. 2a–d, we show snapshots from a computer simu-

lation of a single motile species in a straight channel. Thethis point and each of the existing cell centroids is large
enough, a new cell is introduced with a centroid at that cell diameters are approximately 1 em. Initially, all cells

are motile and initial swimming orientations are randomlypoint. The choice of DtC regulates the cell density within
the channel. Downstream, a cell is removed from the fluid determined. The rectangular fluid domain is 80 em 3

40 em. The fluid channel, bounded by immersed boundarydomain if the cell centroid moves into another rectangular
buffer region at the far right. walls within the fluid domain, is 80 em 3 20 em and is

periodic in the x-direction. The computations are per-Cells may be motile or nonmotile. The swimming orien-
tation of a motile cell is specified at the beginning of the formed on a 128 3 64 grid with Dx 5 Dy with a fixed time

step of Dt 5 1.25 3 1026 s. Each cell ring is comprised ofsimulation or at the time of entry into the fluid domain.
The swimming mechanism and run and tumble model of 12 discrete immersed boundary points so that the spacing

between immersed boundary points is approximatelymotility and chemotaxis have been described above. Note
that cells may also be removed upstream if they progress Dx/2. The closely spaced immersed boundary points pre-

vent fluid flow across the cell membrane. The channeltoo far to the left of the channel due to random swimming
or interaction with other cells. walls, also immersed boundaries, are each comprised of

256 points.A cell may form as many as Ncc elastic bonds with an-
other cell and up to Ncw elastic bonds with a channel wall. The microbes in this simulation follow a simple run and

tumble algorithm with no chemotactic response to a sub-(In all of the simulations presented Ncc 5 Ncw 5 3). A cell
may form a new link or break an existing link at times strate. We set the mean run time to be 0.25 s (lk 5 4),

which is relatively short, compared with typical run timestk 5 k DtL , where DtL is a time interval which is specified
to be longer than the timestep used in solving the transport of 1–2 s with the bacteria Pseudomonas aeruginosa and

E. coli. In the absence of cells, the maximum velocity ofequations to reduce computational costs, but is still short
compared to the relevant time scales for the problem. the fluid flow in the channel is approximately 1000 em/s.

The Reynolds number with respect to the channel flow isWhen a cell forms a cell–cell or cell–wall link, the cell
becomes nonmotile. approximately R 5 0.02. A single cell swimming in the

center of this channel, in the absence of background flow,A new link is formed between two cells if the distance
between cell centroids is less than CCF . Similarly, a new would have an average speed of approximately 70 em/s.

The cell–cell and cell–wall link parameters are constantlink is formed between a cell and a wall if the distance
from the wall to the cell centroid is less than CWF . The for each cell with CCf 5 CWF 5 3.6 em. This cohesion

distance is roughly 3.6 cell diameters. The decision to formnew link is formed between the closest pair of unlinked
immersed boundary points on the two cells or cell and a link is dependent upon the distance between cell

centroids, and the decision to break an existing link de-wall. (At most one link is allowed to emanate from any
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FIG. 5. Chemotactic species in a straight channel with substrate source along lower and upper channel well: (a) t 5 0.41 s, (b) t 5 0.61 s,
(c) t 5 0.92 s (d) t 5 1.24 s.
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FIG. 6. Chemotactic species in a straight channel with substrate source along the upper channel wall: (a) t 5 0.05 s, (b) t 5 0.61 s, (c) t 5

1.23 s (d) t 5 2.49 s.
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FIG. 7. Motile species in an expansion domain: (a) t 5 0.012 s, (b) t 5 2.49 s.

pends upon the distance between points on the rings them- group of cells, for example, formed a stable cluster on the
channel wall near their initial location. During the course ofselves. We set the breaking distances CCB 5 CCF 2 2RCELL

and CWB 5 CWF 2 RCELL , where RCELL is the cell radius. this simulation (1.24 s) approximately 125 new cells were
introduced into the channel and the number of cells in theWe note that the initial length of most links is less than

this breaking distance. channel evolved from the initial seven to 64 in the final
frame. The last frame of Fig. 2 shows that attachment forcesThe parameters chosen in this simulation produce a

strong background flow, strong cell–cell and cell–wall elas- were strong enough to produce complete occlusion of the
channel. A numerical convergence study for a similar simu-tic linkages (SL 5 108), highly motile cells able to swim at

relatively high velocities, relatively frequent tumbling, and lation is included in the Appendix.
high cell concentrations. Since there is no chemotaxis in this
simulation, cell swimming orientations are random. Thus

4.1.2. Motile with Weak Links
cell motility is dominated by a diffusive-like process. The
swimming speeds are weaker than the background fluid The initial conditions and computational parameters for

our second simulation are the same as in that just describedflow, so advection dominates. However, we shall see below
(see 4.1.3) that even in this advection-dominated scenario, except that the stiffnesses of the cell–cell and cell–wall

links are reduced by a factor of 10 (SL 5 107) (see Figs.swimming is essential to the rapid formation of a biofilm. As
shown in Fig. 2a, seven cells were placed initially within the 3a–f). Note that the V-shaped group of four cells near the

top of the channel initially formed a loose aggregate, butchannel. The V-shaped group of cells near the top of the
domain immediately began to form cell–cell and cell–wall the cell–wall links were not strong enough to hold the cells

in a fixed position. These cell–wall links were broken andlinks. The attachment forces were strong enough so that
cell–cell and cell–wall bonds did not break. The V-shaped reformed many times as the cells were swept downstream
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by the strong background current. Eventually, this group snapshots from this run is shown in Fig. 5. As the simula-
tions progressed, the substrate concentration became spa-was able to form more cell–wall links and attained a stable

position firmly attached to the wall as shown in Figs. tially inhomogeneous due to microbial uptake and this
provided a chemotactic bias toward the walls. The sub-3e, f. The cells that attached along the bottom wall were

also swept along by the viscous flow. After enough cells strate diffusion and uptake rate parameters were D 5 1025

cm2s21 and a 5 0.01 s21. Although the initial substratehad formed attachments, the fluid velocities weakened and
this allowed cells to form stable attachments by the end concentration was uniform, a boundary layer developed

near the channel walls with much lower substrate concen-of the simulation. However, the attachment forces were
not strong enough to generate sufficient agglomeration tration levels in the bulk fluid. This result demonstrates the

importance of chemotaxis on biofilm creation and suggeststo form an occlusion of the channel as in the previous
simulation. This simulation indicates the significance of that biofilms can preferentially form so as to sequester

the substrate.cell adhesion forces on biofilm structure and demonstrates
the global influence of local conditions.

4.3. Chemotaxis—Saturated Upper Wall
4.1.3. Nonmotile with Weak Links

In this simulation both cell–wall and cell–cell links are
permitted. Moreover, the substrate concentration is fixedAs shown in the two simulations above, the influence

of the flagellar swimming forces in conjunction with the at c 5 1 (saturated-wall) at the upper wall only, and Neu-
mann conditions (insulated-wall) are imposed on the lowerrun and tumble algorithm can have a pronounced effect

on the fluid field, making it far from parabolic. This allows wall (yc 5 0) with periodic boundary conditions on the
left and right. In this simulation, there are initially no cellsmany cells to move close enough to the wall to form cell–

wall attachments. In Figs. 4a–d, we show snapshots from within the channel. Otherwise, the system parameters are
the same as in the previous example. Figure 6 shows aa similar simulation with nonmotile cells. The initial condi-

tions and computational parameters are otherwise identi- sequence of snapshots from this simulation. As a conse-
quence of substrate consumption and the substrate bound-cal with the simulation shown in Figs. 3a–d. As in the

previous simulations, the V-shaped group of four cells near ary conditions, an approximately vertical gradient in the
substrate concentraton developed. This induced a bias inthe top immediately formed cell–cell and cell–wall links.

This group was driven by the current toward the right the microbial swimming toward the top wall. By the end
of this simulation the number of cells in the ‘‘biofilm’’ onwhere it eventually established a stable position. As cells

moved from left to right, the trajectories were nearly hori- the upper wall far exceeded the number on the lower wall.
As in the previous simulation, a boundary layer developszontal until they arrived at the constriction created by the

cell agglomeration at the top of the channel. Several cells around the saturated wall with reduced substrate levels in
the bulk fluid.did form cell–wall links as they moved toward the lower

wall in this constricted region. Overall, there were far fewer
cells forming cell–wall linkages in this simulation. This 4.4. Expansion Domain
simulation shows the importance of including cell motility

The representation of channel walls as immersed bound-
is microscale modeling of biofilm formation.

aries facilitates the treatment of irregular fluid domains.
Since fluid flow depends on the geometry, surface irregulari-

4.2. Chemotaxis with Saturated Walls
ties may influence the formation of biofilms. As mentioned
earlier, Chen et al. [8] developed a model of biofilm forma-As described above in Section 3, chemotaxis of a swim-

ming bacterial cell depends on the parameters L0 and L1 . tion in porous media based on microscale transport and bio-
transformation in a microchannel with an expansion. In thisIf L0 5 L1 , the cells have fixed mean run times of

1/L0 . If L1 , L0 the cells swim preferentially up a substrate section we describe a simulation using our model in a similar
fluid domain. The fluid channel with expansion, shown ingradient. In this experiment, L0 5 4 and L1 5 0.1. The cells

tumble much more frequently if they do not experience an Fig. 7, is 80 em in length. The 20 em-wide channel is in-
creased in width by 15 em in the expansion domain. Theincrease in the substrate concentration at their centroid.

In the simulation reported in this section, the substrate expansion domain itself is 30 em long. As in the simulations
for a straight channel, a background flow is induced by im-concentration was fixed at c 5 1 (saturated-wall) at the

upper and lower channel walls, with periodic boundary posing a pressure gradient within the channel. Aside from
the changes in geometry, the parameters for the simulationconditions on the left and right. Initially, the substrate

concentration c 5 1 was uniform throughout the channel. shown in Fig. 7 are identical to those in Section 4.1.1. In this
simulation, the cells are motile but not chemotactic. AsHere, we allowed cell–wall attachments but not cell–cell

attachments (CCf 5 0). Otherwise, all of the system param- shown in Fig. 7b, the microbes may attach preferentially to
the corners of the expansion chamber contiguous with theeters were the same as in Section 4.1.1. A sequence of
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TABLE I

Convergence Study of Fluid Velocity Fields

t1 t2 t3 t4 t5 t6 t7 t8

A 0.095 0.154 0.044 0.056 0.076 0.073 0.080 0.069iu256 2 u128i1

iu256i1

B 0.190 0.168 0.143 0.220 0.167 0.190 0.140 0.189iu256 2 u64i1

iu256i1

C 0.332 0.386 0.346 0.354 0.315 0.353 0.346 0.345iu256 2 u32i1

iu256i1

A/B 0.500 0.321 0.308 0.255 0.455 0.384 0.571 0.365

B/C 0.572 0.435 0.413 0.621 0.530 0.538 0.405 0.548

main channel. This indicates the potential importance of the complex biofilm system on a microscale level. The
simulations shown here illustrate the model’s capability ofchannel irregularities on biofilm deposition.
investigating the dependence of biofilm formation on cell
motility paramters, cell adhesivity, chemotaxis, microbial5. CONCLUSION
consumption, as well as local geometry. As shown in Sec-

In this paper, we have described a computational model tions 4.1.1 and 4.1.2, a change in the local cohesion forces
based on the immersed boundary method for studying can have a dramatic effect on the global biofilm formation.

FIG. 8. Comparison of computer simulations at time t8 5 0.0215 s on four grids: (a) 64 3 32, (b) 128 3 64, (c) 256 3 128, (d) 512 3 256.
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FIG. 8—Continued

In the absence of motility, as shown in Section 4.1.3, the Roma [23] has implemented composite grid immersed
boundary calculations and has shown that the ‘‘accuracyrate of biofilm formation is retarded. As shown in Sections
attained by refining only the regions of the domain where4.2 and 4.3, microbial consumption of substrate, coupled
the solution is not smooth is the same as if the wholewith biofilm adherence along the channel walls can reduce
computation had been performed on a uniform mesh withsubstrate concentration levels in the bulk fluid even though
the resolution of the finest level used in the compositethe pore walls remain saturated with the substrate. With
grid.’’ A related numerical algorithm, the immersed inter-chemotaxis, cells may adhere preferentially to a saturated
face method [17], gives higher order convergence in somesurface. Finally, the flexibility of altering channel geometry
situations, but a version of this method for the Navier–as shown in Section 4.4 facilitates the study of surface
Stokes equations and elastic interfaces has not yet been de-irregularities on biofilm formation. Future work includes
veloped.incorporating microbial reproduction into the model, ex-

Our goal here is to demonstrate convergence in a repre-tending the model to three space dimensions and making
sentative biofilm simulation. There are a number of aspectsdetailed comparisons with experimental data.
of the biofilm calculations which could complicate conver-
gence. These include the random aspect of the cell-swim-APPENDIX
ming directions and the all-or-nothing decisions made in
breaking or forming cell–cell or cell–wall links. Neverthe-Previous convergence studies of the immersed boundary

method have indicated that the method is first-order con- less, we have evidence of first-order spatial convergence,
consistent with previous studies.vergent in space [21, 23]. Peskin and McQueen [21] have

demonstrated that in spatial regions away from immersed We performed the same numerical experiment on 64 3
32, 128 3 64, 256 3 128, and 512 3 256 grids. In the threeboundaries the convergence is quadratic. More recently,



72 DILLON ET AL.

TABLE IIcoarsest grids, our time step is the same (Dt 5 1.25 3 1026

s), but for the finest grid it is halved (Dt 5 0.625 3 1026
Convergence Study of Cell Position

s). The initial conditions are identical to those in Fig. 2a.
Relative error t8Note that the number of immersed boundary points around

a cell ring increased from six in the coarsest grid to 48 in
0.183the finest grid. Each of the cells are motile and swim with 1

9D O9

i51
ix256

i 2 x128
i i2

a run-and-tumble algorithm. In addition, three cells near
0.3961

9D O9

i51
ix256

i 2 x64
i i2the upper wall quickly form an aggregate. Note that when

a cell is linked to the wall or another cell, it becomes
0.5961

9D O9

i51
ix256

i 2 x32
i i2immotile. Moreover, cells are introduced into the channel

at fixed times and at random locations. However, these
times and locations remain the same for each calculation.
With this initial setup, we are including the special features

Dt 5 1.25 3 1026 s and run on an IBM RS6000-580 withof the biofilm simulations as mentioned above.
128 MB of RAM. The simulations presented in the appen-We compare the velocity fields at intervals of 1250 time-
dix were run on an IBM RS6000-590. The CPU times forsteps, up through 10,000 timesteps. (Twice as many in the
computing 1250 timesteps on the 590 were 43 s, 132.8 s,finest grid calculation.) In Table I we present the relative
707.6 s, and 8430.8 s for the four grids. This correspondserrors with respect to the L1 norm, using the velocity field
to a total run time of approximately 29 h for the 128 3 64computed on the finest grid (u256) as the reference:
grid used for the simulation shown in Fig. 2.iu256 2 uNip/iu256ip where N 5 32, 64, 128, p 5 1, 2.

The convergence ratios (A/B and B/C) are consistent
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